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avian influenza virus reservoir in nature (Webster et al.
1992; Olsen et al. 2006). Although various definitions of
reservoir are possible (Haydon et al. 2002), here we use
‘reservoir’ in order to refer to the bird groups showing
relatively low mortality and mild symptoms when
infected, and without which the sustainability and
spread of the virus into human and domestic bird
target populations would not be possible. In 2005, a
new highly pathogenic H5N1 strain led to an anoma-
lously high cumulative mortality of more than 6000
wild birds in central China’s Qinghai Lake (Chen
et al. 2005). Among other species, the casualties
included 3018 bar-headed (Anser indicus) geese (Zhou
et al. 2006) representing 5–10% of the global population
(Javed et al. 2000; Prins & van Wieren 2004; Olsen et al.
2006; Avian Influenza Wildlife & The Environment Web
2008;Bird Life International 2009). This hecatombwas fol-
lowed by other deadly outbreaks among wild birds in
Russia, Mongolia, India, the Middle East, Europe and
Africa. The H5N1 virus is now endemic in poultry and
local birds in several regions of the world (Chen et al.
2004; Center for Infectious Disease Research & Policy
2008). The conditions favourable for the H5N1 endemicity
are still not well understood and remain controversial. In
fact, following the deadly outbreaks of 2005, migratory
birds were designated as the source and disseminator of
H5N1. In particular, they were thought of as the cause of
contamination of poultry. This hypothesis was quickly
adopted by various organizations such as the World
Health Organization (2005). Some studies supported
this hypothesis, declaring finding H5N1 virus in the
excretion of sampled wild birds (Chen et al. 2005,
2006a,b; Liu et al. 2005; Lipatov et al. 2007). However,
the methodology used in these studies has been questioned
on several occasions (e.g. Feare & Yasué 2006; Yasué
et al. 2006; Weber & Stilianakis 2007) based on the
issues related to improper identification of the birds
sampled, unreported location of capture and possible
bias of the sampling itself. The critical authors argued
that the lack of precise identification of captured birds
did not allow one to conclude on whether the birds
sampled were part of a regional or migratory sub-species,
whether they were wild or domesticated and, hence,
whether they might have been exposed to the virus
during migration or locally in nearby farms and shared
water bodies.

Low pathogenic avian influenza (LPAI) viruses were
previously thought to impart no symptoms to wild
birds. Hence, birds were thought of as spreaders of
these strains, allowing them to travel over long migratory
distances. However, van Gils et al. (2007) captured and
monitored migratory Bewick swans (Cygnus columbia-
nus bewikii) in their natural environment and found
that the feeding and migratory performance of LPAI-
infected birds were altered. In fact, infected birds
showed reduced bite and fuel storage rates and delayed
migratory schedule when compared with their healthy
counterparts. Hasselquist et al. (2007) studied the
flight behaviour of red knot (Calidrus canutus) in a
wind tunnel and found that long flight did not appear
to influence immune responses. However, some birds
with low antibody response against tetanus refused to
J. R. Soc. Interface (2010)
take off. This suggested that only birds in sufficiently
good health engage in the demanding physical activity
of migration. Some domestic birds infected with LPAI
viruses showed respiratory symptoms, depression and
egg production problems (Alexander 2000). The conse-
quences of these findings on the effect of LPAI on wild
birds were discussed in van Gils et al. (2007), where
the authors note that the infected birds with reduced
bite and fuel storage rates could have delayed departure
from all subsequent stopovers. In turn, this accumulated
delay could reduce the likelihood of the bird finding
advantageous unoccupied breeding territories and
result in reduced reproductive output (Kokko 1999). In
addition, the delay in reproduction could hinder the
late broods to take full advantage of the peak of nutrient
availability (Both & Visser 2005). These recent findings
on the low pathogenic strain of avian influenza called for
a paradigm shift and a forced re-evaluation of the attrib-
uted role of wild birds as the main spreaders of the lethal
highly pathogenic strains.

The chain of transmission of the highly pathogenic
H5N1 strain involves a complex interplay of wild bird
movement, poultry trade and their interaction with
many local or migratory, wild or domesticated other
species. For example, carnivorous animals (e.g. cats and
foxes) fed with carcasses of infected dead birds or poultry
were observed to excrete the virus. Although infected cats
showed symptoms and were able to cause horizontal dis-
ease transmission, foxes showed little symptoms (e.g.
Kuiken et al. 2004; Reperant et al. 2008). Focusing on
wild birds and poultry movements and using a set of 52
H5N1 introduction events worldwide, Kilpatrick et al.
(2008) estimated that the likelihood of poultry trade to
be the cause of H5N1 introduction events was three
times as high as migratory bird movement in Asia. How-
ever, the opposite was true for Europe, where migratory
bird movement was found to be the most likely cause
of the introduction of H5N1. To our knowledge, only
one study documented movement (over several hundred
kilometers) of a migratory wild bird infected with a
highly pathogenic avian influenza (Gaidet et al. 2008).
A more recent study examining the role of migratory
common teal in spreading the virus in Europe did not
show a strong link between the two (Lebarbenchon
et al. 2009). The study was based on an individual-
based model with explicit spatial location. In short,
the mechanisms of worldwide spread of H5N1 remain
unclear.

The possible indirect infection of domesticated and
wild animals in local communities collocated with poul-
try farming or migratory stopovers illustrates the
complexity of the chain of transmission of H5N1. Thus,
it appears to be important to incorporate local dynamics
of the stopovers along bird migratory routes when mod-
elling the spread of HPAI. In fact, the local dynamics on
migratory stopovers appears critical not only to the
understanding of the onset of an outbreak in some geo-
graphical locations, but also to understanding the
ecological impact of endemicity of H5N1 in certain
regions where susceptible migratory birds stop. This
last aspect is one focus of our study, where the spatial
modelling of the seasonal migration of bar-headed
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geese is presented. We chose to focus on bar-headed
geese as example species due to their vulnerability to
H5N1, as highlighted by the death toll in the 2005
Qinghai Lake outbreak. In addition, the path of
migration of this species is known to pass through a suc-
cession of areas where H5N1 is now endemic. These data
allowed us to capture the key temporal and spatial scales
characteristic of the migration of bar-headed geese.

Seminal works on the modelling of bird migration
include the study of Weber et al. (1998), who used a sto-
chastic optimization model where birds going through a
succession of stopover sites had to choose their
migration schedule and fuelling to maximize their
reproductive success. Barta et al. (2008) focused on
the 1-year annual cycle in a seasonal environment
using an optimization model where female birds
choose an action among reproduction, foraging, moult-
ing or migrating. Bauer et al. (2008) investigated the
effect of climate-influenced conditions of stopover sites
on the schedule of migration for pinkfooted geese,
where an optimization model was also used. Dolman &
Sutherland (1994) used a population model combining
foraging ecology with population biology in order to
examine the response of migratory and non-migratory
birds to habitat loss. Although these studies attempted
to model bird migration, they did not link the local and
non-local dynamics of disease spread to migratory birds.
More recent studies aiming at linking disease spread
and migration include Kilpatrick et al. (2008) and
Lebarbenchon et al. (2009). There are also some
recent spatio-temporal correlation-type studies aimed
to examine the correlation between the presence of
migratory birds in a given location and H5N1 outbreaks
(e.g. Gilbert et al. 2006; Si et al. 2009). However, these
studies do not address the causality between bird
migration and spread of H5N1: neither the impact of
bird migration on the spread of avian influenza nor
the impact of influenza outbreaks on the migratory
bird populations is addressed. As a result, the key
aspects of bird population dynamics and the impact
of repeated outbreaks on stopovers where HPAI is ende-
mic remain unknown.

In this study, we present a seasonal migration model
incorporating both the population dynamics of the
birds and the local disease dynamics on stopover sites
along the migratory route. The aim of the study is to cap-
ture the key links between the population dynamics of
the migratory species and the disease endemicity at var-
ious points along the migratory routes. We note that the
local dynamics of migratory stopovers can involve inter-
actions and cross-contamination between local
domesticated birds, local poultry industry and temporary
migratory birds residing in the community. However, we
start by introducing the impact of H5N1 virus on various
stopovers in a simple manner, with the aim to pave the
way to a more complete incorporation of disease
dynamics in migration models. Indeed, a repeated mas-
sive death toll of birds due to H5N1 could have major
ecological implications for the long-term dynamics of
the species. Hence, we present a model coupling the sea-
sonal migration with the population and disease
dynamics on stopovers in order to assess the overall
impact of repeated H5N1 outbreaks on the ecology of
J. R. Soc. Interface (2010)
the migratory birds considered. The proposed model is
analysed both mathematically and numerically using
data on bar-headed geese. The implications of the results
obtained for the conservation and population dynamics
of the species are discussed. Finally, a preliminary
numerical assessment of the effect of age maturation of
the young birds on the species dynamics is also discussed.
2. METHODS

2.1. Formulation of the mathematical model of
bird migration

The factors determining the onset and trajectories
involved in bird migration are complex and are the sub-
ject of active research. Most migratory birds are
observed to return yearly to some known stopovers,
breeding and wintering sites (Akesson & Hedenström
2007). Despite the complexity of their migratory
routes, birds are observed to follow similar migration
paths yearly (Alerstam 2006). Their trajectories are
schematically represented on Mercator projection
maps as curved loops with different spring and
autumn arcs. However, whether migratory birds follow
orthodromes (great circle route) or loxodromes
(rhumb line route) or a combination of both remains
unclear (Gudmundsson & Alerstam 1998). In fact,
orthodromes are lines of shorter distance on a sphere
(appearing curved on Mercator projection maps)
which could be more energetically efficient (Akesson &
Hedenström 2007); however, other factors such as
winds and major geographical barriers (e.g. Sahara
and Himalayas) could be even more significant in defin-
ing the path of minimum migratory energy (Alerstam
2006). Satellite tracking of birds now provides a valu-
able asset in helping to identify migratory trajectories
and the factors influencing their change. For example,
satellite tracking of ospreys between Europe and West
Africa led to the identification of larger variation of
departure times in the autumn compared with the
spring migration, with a higher emphasis on short
migration during the spring explained by the higher
reproductive pressure at the end of this season. However,
key stopovers were shared and persistent from one year
to the next (Alerstam et al. 2001). More recently, using
satellite tracking, migration paths of a dozen bar-
headed geese were recorded (author’s unpublished
data). The yearly migratory routes of birds were reported
on a Mercator projection map and were observed to
approximately follow curved routes as seen in figure 1.
Note that the model depiction does not necessarily
imply a circular migration. Not all bar-headed geese
breed at the same place. In fact, sub-groups of bar-
headed geese breed in central China (e.g. Qinghai Lake
area) or even in the Tibet area (Javed et al. 2000;
Takekawa et al. 2010). We followed the recorded trajec-
tories of a few of the tracked birds that clearly departed
from the north-most breeding ground located in
Mongolia and arrived in a wintering ground located in
northwest India as discussed in §2.2.

We represent the migratory route by a continuous
two-dimensional spatial domain consisting of a succes-
sion of elongated flight channels and stopover regions
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(patches) of small scales compared with the length of
the connecting flyways. This approach accounts for
the flow at the cross section of the channel, where we
neglect the transversal fluctuations of the bird flight
velocities. The underlying assumption of this approach
is the continuity in the flow of birds in the air. The
interaction between the birds, distance between depart-
ing flocks and the aerodynamics of the arrangement of
birds within a flock or the distance between flocks are
not accounted for in this model. The schematic dia-
grams for the formulation of the model are given in
figure 2. The patches are stopover locations, where
resources/virus can be shared/transmitted. A succes-
sion of N þ 1 stopover regions of surfaces Sn is
denoted by Pn with 0 � n � N. We consider the patches
to be of small scale when compared with the overall
migratory path, i.e. e � L. In addition, we assume the
patches to be circular with radius e, leading toÐ
@Pndy ¼ arc ¼ eu, with u ¼ 2sin21(l/2e). Assuming

e � l, then arc � l, otherwise, considering a smaller
patch radius of, for example, e ¼ l/2 (as shown in
figure 2) leads to

Ð
@Pn dy ¼ pe ¼ pl/2 � l.

In our model, we consider a fixed cycle of migration
where routes for the autumn and spring migration are
distinct, and we assume that the birds share the main
stopover locations. Indeed, as discussed in more detail
in §2.2, the data revealed that some of the main stop-
overs are common to tracked birds (for example, a
water point before the longest journey across the Hima-
layas), while others were not. Note that for some species
and sub-groups of birds within a species some of the
stopovers are observed to be common to the fall and
spring migration as well. Our model can easily account
for some coinciding patches in the fall and spring if
needed. Here, we consider the direction of a flock trajec-
tory to be parallel to the virtual contour representing
the channel of various geometries in which migratory
birds flow. In a natural coordinate, we have x, the direc-
tion along the boundaries of the route, and y, the
normal away from the centre of curvature. The length
of the closed migratory domain in the tangential direc-
tion x is L. The fixed width of the channel in the y
direction is l (L� l ) and r̄(x, y, t) is the density of
the birds. The length of the flyway between two patches
Pn centred around xn and patch Pn+1 centred around
xn+1 is dn,n+1 ¼ jxn+1 2 xn 2 2ej. U is the average longi-
tudinal velocity of the flocks between stopovers. We
consider the cross section of the channel to be small
in comparison with the length of the channel in the x-
direction and that @r̄/@x� @r̄/@y; hence, the density
is considered uniform in the y-direction of the flyway.
We thus denote by r̄(x,y,t) � r(x,t) in the flyways. In
the channel, the number of birds passing a given
element cross section dy per unit time is Ur(x,t)ndy,
where n is the unit outward normal to the cross section
dy. The seasonality of the migration is taken into
account in concordance with the bird location. When
the spring migration is initiated, the departure patch
P0 is the southern-most stopover region centred
around x0 ¼ 0. It is adjacent to the last wintering PN

centred around xN=L. Patch PN/2 is the northern-
most breeding ground, where birds spend the summer.
The birds spend Tw days in the wintering region PN,
J. R. Soc. Interface (2010)
Ts days performing their spring migration from P0 to
PN/2, after which they reside in the breeding location
(PN/2) for Tb days, before undertaking their autumn
migration for Tf days towards the wintering ground
PN. The derivation of the conservation of number of
birds in the flyways between two patches Pn and Pnþ1

leads to a continuity equation similar to that derived
for mass conservation in hydrodynamics (see the elec-
tronic supplementary material). It is equivalent to a
Lagrangian conservation of bird density with dr/dt ¼
0; hence, a flock of birds travelling at speed Un with
an initial density rn21 ¼ r(xn21 þ e, tn21) at the inter-
face of patch Pn21 at time tn21 conserves its density
along its trajectory and arrives at the interface of
patch Pn at xn 2 e at time tn with a density r(xn 2 e,
tn) ¼ r(xn21 þ e, tn21). The departure and arrival
times are related by tn21 ¼ tn 2 dn21,n/Un, leading to
r(xn 2 e, tn) ¼ r(xn21 þ e, tn 2 tn), where tn ¼

dn21,n/Un. Considering a constant uniform departure
rate per capita mn on patch Pn21, we obtain the total
departure rate at time tn21 as

Ð
@Pn21

Unr(xn21 þ e,
tn21)dy ¼

Ð
Pn21

mnr̄(x, y, tn21)dx dy ¼ mnSn21

Mn21(tn21), where Mn21(t) ¼
Ð

Pn21
r̄(x, y,t)dx dy/Sn21

is the average density of birds on patch Pn21 and
@Pn21 corresponds to the cross section linking patch
and flyway.

Ð
@Pn

dy � l is the width of the flyway.
Hence, we can relate the number of birds leaving
patch Pn21 at tn21 per unit time to those entering
patch Pn at tn with r(xn 2 e, tn) ¼ mnSn21 Mn21

(tn 2 tn). If a constant death rate m̄i along the flyway
linking patches Pi21 to Pi is assumed, we obtain a
simple modification of the equations (see the electronic
supplementary material). We then can proceed in
expressing the rate of change of the number of birds
SnM

n(t) on a patch Pn. On each patch, the number of
birds is affected by the incoming and outgoing flux of
birds and the local death rates mn. Assuming that all
patches have approximately the same surface areas,
we can reduce the equation on the number of birds to
an equation on the average density on patch Pn as the
following system of delay differential equations:

_M
0ðtÞ ¼ e��m0t0m0ðt � t0ÞMN ðt � t0Þ

� ðm1 þ m0ÞM 0ðtÞ;
_M

1ðtÞ ¼ e��m1t1m1M 0ðt � t1Þ � ðm2 þ m1ÞM 1ðtÞ;

..

.

_M
N=2ðtÞ ¼ e��mN=2tN=2mN=2M

N=2�1ðt � tN=2Þ

þ gMN=2ðtÞ 1�MN=2ðtÞ
K

� �

�mN=2þ1ðtÞMN=2ðtÞ;

..

.

and _M
N ðtÞ ¼ e��mN tN mNMN�1ðt � tN Þ

� ðm0ðtÞ þ mN ÞMN ðtÞ; ð2:1Þ

where the birth rate is modelled using a logistic
growth model accounting for the limiting-carrying
capacity of Nmax number of birds and the intrinsic
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Figure 1. Examples of autumn migratory route from satellite tracking of bar-headed geese BH08-82098, BH08-41592 and
BH08-41720 (produced using Google Earth 2009).
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growth rate of g and where the density-carrying
capacity is K ¼ Nmax/SN/2. Patches P0 and PN are
assumed to be adjacent and t0 ¼ 0 in the remainder of
the study of this model. The departure coefficients mn

with 0 � n � N are assumed to be all positive constants,
except for m0(t) and mN/2þ1(t) which are T-periodic
positive functions, with T ¼ Tw þ Ts þ Tb þ Tf ¼ 365
days. The well-posedness and threshold dynamics of
this system are detailed in the electronic supplementary
material.
2.2. Parameters

The parameters to be used are summarized in Tables 1
and 2. Death rates in the wild are difficult to obtain;
however, an estimate of 0.55–0.9 survival probability
from one year to the next was given for geese in
Schekkerman & Slaterus (2007), depending on the
body mass of the birds considered. In the first part of
our simulations, juveniles are not distinguished from
the rest of the birds and we consider an average survival
of 0.725 of the population during the autumn migration
and on flight. We consider the winter and spring
migrations to have higher death rates than those of
the autumn and summer. This is due to both the
higher survival rate of various viruses in colder tempera-
tures (e.g. Brown et al. 2007, 2009) and the scarcity of
the resources for refuelling on the stopovers along the
spring migration in comparison with the autumn
migration (Ward et al. 1997). Note that this hypothesis
J. R. Soc. Interface (2010)
only accounts for natural death and could be
jeopardized when considering species heavily hunted
during the autumn (e.g. Madsen et al. 2002). The
notion that birds would follow a ‘green wave’ of
highly nutritional early growing plants is not incorpor-
ated here due to the difficulty in comparing the
nutritional intake during the spring versus autumn
migrations. Hence, in this first part we consider the
winter and spring migration to have higher death rates
than those of the fall and summer; however, in the
second part of the paper we account for the higher
death rate of juveniles and their increased numbers in
the summer and fall. This is done by incorporating
demographics with group-specific mortality rates.

From the satellite tracking data of bar-headed geese
(fall migration 2008 and early spring migration 2009)
and other data reported in Javed et al. (2000) for
another group of bar-headed geese, we focused on the
longest southward migratory paths (from Mongolia to
India) and we chose not to use the data of the birds
for which the tracking was interrupted. From the
remaining data, we extracted the date of arrival, the
length of stay and the date and time since deployment
in Mongolia. The average distance and time of flight
between the current and previous stop sites were also
extracted. The duration of flight and residence on the
stopovers varied from days to up to a month in rare
cases. This appeared to be due to geographical consider-
ations including the location of the water points and
obstacles such as the Himalayas. Based on these data,
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Figure 2. Schematic illustrations of (a) the migratory channel
model with five stopovers on each of the autumn and spring
migration routes and (b) the local frame used in the derivation
of the equation in the flyways linking patches.

Table 1. Departure rates for the stopover patches along
spring and autumn migrations. The departure coefficient m
is calculated to estimate the departure of 99.99% of the birds
after the number of days indicated in the middle column.
Note that P0 is a transition departure location, where birds
stay only briefly. The birds reside up to 138 days on P6, after
which 99.99% of birds are assumed to leave over 1 day.
Similarly, for P12, where birds reside for 120 days before
almost all leaving for P0 over 1 day. The average duration of
flight between two stopovers is t ¼ 2.6 days (see text). The
average residence time on each stopover along the migrations
(excluding the breeding, wintering and departure patches) is
7.58 days and corresponding maverage ¼ 0.60754.

patch n residence (in days) mn+1

P0 departure 1 9.21034 (m1)

spring migration
P1 2.2 2.09326 (m2)
P2 13 0.35424 (m3)
P3 5 0.92103 (m4)
P4 8 0.57565 (m5)
P5 2.2 2.09326 (m6)
P6 breeding 138 days 9.21034 (m̄N/2+1)

autumn migration
P7 15 0.30701 (m8)
P8 10 0.46052 (m9)
P9 6.4 0.71956 (m10)
P10 6 0.76753 (m11)
P11 8 0.57565 (m12)
P12 wintering 120 days 9.21034 (m̄0)
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we estimated the total number of stopovers, the average
flight time and the average speed between stopovers
based on the following considerations. After the onset
of migration in Mongolia, we chose to discard the stop-
overs where the birds remained for less than a day and
those located at less than 100 km from the previous
reported stopover. In fact, some birds appeared to fly
back and forth in restricted areas a few dozen kilometres
away from their original stop. We chose to not account
for these local ‘hops’ in the data reporting migration
stopovers. As a result, the data of the bar-headed
geese tracked led to the identification of an average of
five stopovers during the autumn migration and we
then assumed the same number of stops along the
spring migration. The longest distance travelled con-
tinuously was of the order of � 700 km in a few days
at a speed of up to � 11 m s21 (BH08-41592) to cross
the Himalayas. Elsewhere the birds stopped more fre-
quently and flew at slower speeds, with an average
velocity of 1.98 m s21 for the birds considered
(2.12 m s21 BH08-41592, 0.95 m s21 BH08-41720,
1.84 m s21 BH08-82098 and 3 m s21 no. 11753). The
time in flight between stopovers was also averaged
between birds and their stopovers, leading us to the
delay of t ¼ 2.6 days. Note that we excluded the delay
recorded for BH08-41720 as details on the stopover
J. R. Soc. Interface (2010)
locations were not all accessible. Note that the birds
stayed for a longer time in one to two preferential stop-
over areas close to the breeding patch before departing
for the autumn migration. These long stopovers in the
early stage of the autumn migration could be explained
by the clement weather in late September and early
October when they finish moulting (Cui et al. 2010).
Based on these numbers, we discuss the model of
patches P0 to P12 with longer stopover durations
during the autumn migration compared with that of
the spring and with migration parameters in table 1.

Concerning the parameters related to the disease
induced death rates, recall that the 2005 epizootic in
central China’s Qinghai Lake led to a death toll of
more than 6000 wild birds of various species (Chen
et al. 2005) among which 3018 were bar-headed geese.
The strains of H5N1 involved would cause the death
of 80 per cent of the inoculated geese (for three week-old
juvenile geese from eastern Zhejiang) within 8.7–12.9
days post-inoculation in Zhou et al. (2006). In Brown
et al. (2008), two out five died in a similar period of
time (bar-headed geese of �12 weeks). Assuming the
80 per cent death rate within an average time of 11
days, we deduce a disease induced death rate of
1.46 � 1021 per day.
3. RESULTS

3.1. One-age group model

Figure 3 shows the periodic seasonal migration func-
tions m0(t) and mN/2þ1(t) used for the simulations of
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Table 2. Parameters of the model for the case of bar-headed geese. The determination of the seasonality and migration
durations were done based on the data collected in Javed et al. (2000), Prins & van Wieren (2004) and the satellite tracking of
the geese nos. BH08-82098, BH08-41592 and BH08-41720.

spring migration 15 March–April, Ts ¼ 46 days
breeding ground May–15 September, Tb ¼ 138 days
autumn migration 15 September–15 November, Tf ¼ 61 days
wintering ground 15 November–15 March, Tw ¼ 120 days

number of stopovers major stopover locations recorded

BH08-41592 5 (autumn Mongolia-to-India)
BH08-82098 5 (autumn Mongolia-to-India)
BH08-41720 6 (autumn Mongolia-to-India)
goose no. 11753 2 (spring India-to-China Lunggar) (Javed et al. 2000)

world population 30 000–60 000 (Javed et al. 2000; Prins & van Wieren 2004; Olsen et al. 2006; Bird Life
International 2009)

female/male ratio more females than males, this ratio varies, e.g. 1–1.4 in April in captivity (Lamprecht 1987) or in
wild (Prins & van Wieren 2004); we assumed 55–45% (1.2 ratio)

egg laying average 5.3 eggs per mature female with 34% average hatching (Wurdinger 1973)

g 4.99 � 1023 per day (during 138 days of breeding season)
K 60 000

annual survival rate
(ASR)

0.55–0.9 (average of 0.725) depending on body mass (Schekkerman & Slaterus 2007)

life expectancy 15–20 years, we chose 17 years (� 6205 days) (Wurdinger 1973)

m̄ 8.8 � 102 4+1/6205 per day (ASR of 0.725)
mspring 1.64 � 102 3+1/6205 per day (ASR of 0.55)
mautumn 8.8� 102 4+1/6205 per day (ASR of 0.725)

return rate 0.75 (return to breeding location annually)

H5N1 mortality 2/5 dead inoculated bar-headed geese within 6–7 days (Mongolia 2005 virus; Brown et al. 2008),
80% of inoculated geese within 8.7–12.9 days (Qinghai bar-headed H5N1 2005 virus) (Zhou
et al. 2006)

epizootic duration May–June 2005 (61 days) in Qinghai Lake (e.g. Chen et al. 2005; Zhou et al. 2006)
mH5N1,i 1.46� 102 1 per day (80% death over 11 days)
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the one-age group model. Using these functions, we
checked that the model recovers the conservation of
number of birds when setting death and birth to zero
as expected. In addition, a null death rate (in all
J. R. Soc. Interface (2010)
patches except the breeding patch) with a non-zero
intrinsic growth rate in the breeding patch leads to
the recovery of the logistic growth dynamics for the
system of patches (see the electronic supplementary
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Figure 4. Over a simulation of 50 years, the bird population reaches an equilibrium value of 40 000 total bird population. The
model equilibrium is reached for various initial conditions, for example (a) f0(0) ¼ 60 000 and (b) the equilibrium population
on the wintering and breeding grounds is shown over 4 years. (a) Red line, total population on stopovers. (b) Red line, population
at wintering ground; green, population at breeding ground.
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material). From the above parameters, we obtained a
return to the breeding site of approximately 75 per
cent for the birds which departed the previous year.
Figure 4a shows the longer term evolution of the
total bird population over 50 years starting from an
initial population at the breeding ground-carrying
capacity (e.g. 60 000). The equilibrium value is
around 40 000 birds varying from 33 000 birds at the
end of the wintering season to up to 43 000 birds at
the end of the breeding season (figure 4b). This equi-
librium is in the range of the estimated world
population of bar-headed geese (30 000–60 000).
3.2. Why season matters

We now use the model studied thus far to investigate
the impact of an anomalously high death rate during
the migration at one of the stopover locations and its
influence on the overall species dynamics if it were to
be recurrent. The anomalously high death toll could
be due to repeated local outbreaks of H5N1 as it is
known that H5N1 is now endemic in many regions of
the world (Center for Infectious Disease Research &
Policy 2008).

In figure 5, the H5N1 disease induced death is intro-
duced in various patches, starting from an equilibrium
population of 34 000. For equal duration of residence
(e.g. on P4 and P11), the average number of birds at
equilibrium is higher when the disease occurs during
the spring migration. The opposite result was expected
and advanced in the literature (e.g. Schekkerman &
Slaterus 2007). In order to assess the influence of the
time of residence on the previous results, we perform
similar simulations with imposing a fictitious residence
time. From the data collected for the autumn and
spring migrations, we obtain an average residence
J. R. Soc. Interface (2010)
time of 7.58 days taken for each migration stopover
(maverage ¼ 0.60754). The resulting equilibrium popu-
lation is shown in figure 6. Regardless of the location
of the high death rate on the autumn migration route,
the equilibrium is unchanged. Similarly, the equilibrium
remains the same when changing the location of the
infected patch on the spring route. However, the
same death rate when introduced anywhere during
the spring migration led to an average annual size of
the equilibrium population that is higher than that
when introduced in the autumn migration. The tran-
sition to this equilibrium is characterized by an
opposite trend. In the first years of high death toll, the
population appears to be more affected when the death
toll is introduced on the autumn migration route,
before reversing to an equilibrium where the opposite is
true.
3.3. Role of age structure

For bar-headed geese, females do not reach maximum
reproduction efficiency before age 4 (Wurdinger 1973;
Lamprecht 1987). Because of this reproductive age
and the higher death rate among young birds infected
by H5N1 (Brown et al. 2008), it is important to under-
stand the effect of age–structure on the internal
migratory and reproductive dynamics of the flocks.
We consider two age groups of birds: the adults A
and the juveniles J. We assume an exponential tran-
sition for the juveniles with 99 per cent of the
juveniles maturing by age 4, leading to a constant
maturation rate of l ¼ 3.15 � 1023 per day. Note that
the reproductive maturation, in reality, spans a range
of values from 2 to 4 years (table 3). Using a derivation
analogous to that presented for the previous model, we
arrive at the following system of delay differential

http://rsif.royalsocietypublishing.org/
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Figure 5. Time series of the total population (a) at equilibrium and (b) during transition to equilibrium after the introduction of
repeated H5N1 disease induced death in patches of various residence time, starting from an equilibrium population of 34 000.
(a) Thick red line, no H5N1; green line, disease on P0; thin blue line, disease on P1; black line, disease on P4; thin red line, disease
on P9; grey line, disease on P10; thick blue line, disease on P11. (b) Red line, disease on P4; blue line, disease on P11.
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equations for the density of birds A and J on each stop-
over:

_A
0 ¼m0ðt � t0Þ � ðe�mt0AN ðt� t0Þ þ JN ðt � t0Þ

e�mt0ð1� e�lt0ÞÞ þ lJ0� ðm1þmA0ÞA0;

_J
0 ¼ e�ðmþlÞt0m0ðt� t0ÞJN ðt� t0Þ

� ðm1þmJ0þ lÞJ0;

_A
1 ¼m1� ðe�mt1A0ðt� t1Þ þ J0ðt� t1Þe�mt1

ð1� e�lt1ÞÞ þ lJ1� ðm2þmA1ÞA1;

_J
1 ¼ e�ðmþlÞt1m1J0ðt� t1Þ � ðm2þmJ1þ lÞJ1;

..

.

_A
N=2 ¼mN=2� ðe�mtN=2AN=2�1ðt � tN=2Þ

þ JN=2�1ðt� tN=2Þ � e�mtN=2

ð1� e�ltN=2ÞÞ þ lJN=2�mN=2þ1ðtÞAN=2;

_J
N=2 ¼ e�ðmþlÞtN=2mN=2J

N=2�1ðt � tN=2Þ
þB�ðJN=2;AN=2Þ � lJN=2�mN=2þ1ðtÞJN=2;

..

.

_A
N ¼mN � ðe�mtN AN�1ðt� tN Þ þ JN�1

ðt� tN Þe�mtN ð1� e�ltN ÞÞ þ lJN

� ðm0ðtÞ þmAN ÞAN

and _J
N ¼ e�ðmþlÞtN mNJN�1ðt� tN Þ

� ðm0ðtÞ þmJN þ lÞJN ; ð3:1Þ

where the birth rate in the breeding patch is determined
by the adult population and causes an increase in the
juvenile population. We assume the death rates for
J. R. Soc. Interface (2010)
the adults and juveniles to be equal on the flyways,
but different on the stopovers

B�ðJN=2;AN=2Þ ¼ gAN=2 1� JN=2 þ AN=2

K

� �
: ð3:2Þ

The growth of the population only contributes to the
increase in the population J on the breeding ground PN/2,
where the limiting density capacity is determined by
both the adults and juveniles. On land, the survival
rate of juveniles is taken to be 32 per cent in the spring
and winter and 40 per cent in the autumn, while that
of the adults is 72.5 per cent. Note that here we
assume the same time scale for the reproductive and
immune system maturation. How the difference between
immune system maturation and reproduction maturation
affects the disease dynamics and spatial spread of bird
populations remains to be an interesting subject for
future study.

The variations of death rates are due to the differ-
ences of body mass and immune resistance between
juveniles and adults, which can be exacerbated by the
seasonal changes of food distribution and temperature
(Schekkerman & Slaterus 2007). The parameters
selected give a return rate to the breeding patch after
1 year of 56 per cent for the juveniles and 83 per cent
for adults. Starting with the above parameters and an
initial population of 15 000 adults and 15 000 juveniles,
we obtain an equilibrium population that varies
between a high of 44 100 at the end of the summer
(35 500 adults and 8600 juveniles) to a low of 36 000
at the end of the winter (33 000 adults and 3000 juven-
iles; see the electronic supplementary material). Next,
the high H5N1 disease death rate is introduced at var-
ious locations similar to the previous model. Recall
that Zhou et al. (2006) found an 80 per cent death

http://rsif.royalsocietypublishing.org/
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Figure 6. Time series of the total population on patches (a) at equilibrium and (b) during transition to equilibrium after the intro-
duction of the repeated H5N1 disease-induced death in various patches of equal average residence time maverage ¼ 0.60754,
starting from an equilibrium population of 34 000. (a) Dashed blue line, disease in spring: P1–5; red line, disease in autumn:
P7–11. (b) Blue line, disease in spring: P1–5; red line, disease in autumn: P7–11.

Table 3. Parameters of the two-age group model of juvenile and adult populations.

egg laying average 5.3 per female with 34% average hatching success (Wurdinger 1973)
survival to 1 year 32% of hatched birds survive to one year of age (Wurdinger 1973)
g 4.99 � 1023 d21

maturation age 2–4 years (maturation to highest reproduction rate in primary females; Wurdinger
1973; Lamprecht 1987)

l 3.15� 1023 d21 (99% mature by age 4)

mA 8.8 � 1024 d21 on all patches (annual survival rate of 0.725)
mJ(autumn) 2.5 � 1023 d21 on all patches (annual survival rate of 0.4)
mJ(spring–winter) 3.12 � 1023 d21 on all patches (annual survival rate of 0.32)
m 8.8� 1024 d21 during flight for all birds (annual survival rate of 0.725)

annual return rate to breeding location
juvenile return rate 0.56
adult return rate 0.83
population return rate 0.7

mJ–H5N1 1.46 � 1021 d21 (80% death over 11 days)
(see Zhou et al. (2006) for three-week-old geese)

mA–H5N1 4.6� 1022 d21 (40% death rate over 11 days)
(see Brown et al. (2008) for older geese of about 12 weeks)
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rate for three-week-old geese, while the experiment of
Brown et al. (2008) found a death rate of 40 per cent,
although their sample was limited. Note that the
geese used in the experiment of Brown et al. (2008)
were older at 12 weeks old. We do not have death
rates from the literature specifically for the adult
bar-headed geese infected by H5N1; however, we rely
on these studies to set a death rate of 80 per cent for
the juveniles and 40 per cent for the adults in the
simulations presented herein.

Figure 7 shows the impact of the H5N1 death toll on
the bird population depending on the location of the dis-
ease. The population at equilibrium is shown in figure 7a
J. R. Soc. Interface (2010)
and its transition to the equilibrium is shown in figure 7b.
These results were obtained starting from an equilibrium
population of 33 000 adults and 3000 juveniles. We
recover that the effect on the population equilibrium is
more severe when the H5N1 death toll is introduced
during the autumn migration (patches 7–11) compared
with when it is introduced in the spring migration
(patches 1–5). This begins to be true only after a few
years of adjustment as shown in figure 7b. At equili-
brium, the difference in the size of the populations
subjected to repeated spring outbreaks (denoted S) and
those subjected to repeated autumn outbreaks (denoted
F) appears in both adult and juvenile sub-populations.
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